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Abstract: Measuring the semantic similarity between two 
words is an important component in various tasks on the web 
such as relation extraction, community mining, document 
clustering, and automatic meta-data extraction. Despite the 
usefulness of semantic similarity measures in these 
applications, accurately measuring semantic similarity 
between two words (or entities) remains a challenging task. 
We propose an empirical method to estimate semantic 
similarity using page counts and text snippets retrieved from a 
web search engine for two words. Specifically, we define 
various word co-occurrence measures using page counts and 
integrate those with lexical patterns extracted from text 
snippets. To identify the numerous semantic relations that 
exist between two given words, we propose a novel pattern 
extraction algorithm and a pattern clustering algorithm. The 
optimal combination of page counts-based co-occurrence 
measures and lexical pattern clusters is learned using support 
vector machines. The proposed method outperforms various 
baselines and previously proposed web-based semantic 
similarity measures on three benchmark data sets showing a 
high correlation with human ratings. Moreover, the proposed 
method significantly improves the accuracy in a community 
mining task. 
 
Keywords: Web Mining, Information Extraction, Web Text 
Analysis 
 

1. INTRODUCTION 
Accurately measuring the semantic similarity between 
words is an important problem in web mining, information 
retrieval, and natural language processing. Web mining 
applications such as, community extraction, relation 
detection, and entity disambiguation, require the ability to 
accurately measure the semantic similarity between 
concepts or entities. In information retrieval, one of the 
main problems is to retrieve a set of documents that is 
semantically related to a given user query. Efficient 
estimation of semantic similarity between words is critical 
for various natural language processing tasks such as word 
sense disambiguation (WSD), textual entailment, and 
automatic text summarisation. 
Semantically related words of a particular word are listed in 
manually created general-purpose lexical ontologies such 
as WordNet.1 In WordNet, a synset contains a set of 
synonymous words for a particular sense of a word. 
However, semantic similarity between entities changes 
over time and across domains. For example, apple is 
frequently associated with computers on the web. However, 
this sense of apple is not listed in most general-purpose 
thesauri or dictionaries. A user who searches for apple on 
the web, might be interested in this sense of apple and not 
apple as a fruit. New words are constantly being created as 
well as new senses are assigned to existing words. 

Manually maintaining ontology’s to capture these new 
words and senses is costly if not impossible.  
We propose an automatic method to estimate the semantic 
similarity between words or entities using web search 
engines. Because of the vastly numerous documents and 
the high growth rate of the web, it is time consuming to 
analyze each document separately. Web search engines 
provide an efficient interface to this vast information. Page 
counts and snippets are two useful information sources 
provided by most web search engines. Page count of a 
query is an estimate of the number of pages that contain the 
query words. In general, page count may not necessarily be 
equal to the word frequency because the queried word 
might appear many times on one page. Page count for the 
query P AND Q can be considered as a global measure of 
co occurrence of words P and Q. For example, the page 
count of the query “apple” AND “computer” in Google is 
288,000,000, whereas the same for “banana” AND 
“computer” is only 3,590,000. The more than 80 times 
more numerous page counts for “apple” AND “computer” 
indicate that apple is more semantically similar to computer 
than is banana. Despite its simplicity, using page counts 
alone as a measure of co-occurrence of two words presents 
several drawbacks. First, page count analysis ignores the 
position of a wordin a page. Therefore, even though two 
words appear in a page, they might not be actually related. 
Second, page count of a polysemous word (a word with 
multiple senses) might contain a combination of all its 
senses. For example, page counts for apple contain page 
counts for apple as a fruit and apple as a company. 
Moreover, given the scale and noise on the web, some 
words might co-occur on some pages without being 
actually related [1]. For those reasons, page counts alone 
are unreliable when measuring semantic similarity. 
 

 
Fig. 1. A snippet retrieved for the query Jaguar AND cat. 
 
Snippets, a brief window of text extracted by a search 
engine around the query term in a document, provide useful 
information regarding the local context of the query term. 
Semantic similarity measures defined over snippets, have 
been used in query expansion [2], personal name 
disambiguation [3], and community mining [4]. Processing 
snippets is also efficient because it obviates the trouble of 
downloading webpages, which might be time consuming 
depending on the size of the pages. However, a widely 
acknowledged drawback of using snippets is that, because 
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of the huge scale of the web and the large number of 
documents in the result set, only those snippets for the top 
ranking results for a query can be processed efficiently. 
Ranking of search results, hence snippets, is determined by 
a complex combination of various factors unique to the 
underlying search engine. Therefore, no guarantee exists 
that all the information we need to measure semantic 
similarity between a given pair of words is contained in the 
top-ranking snippets. We propose a method that considers 
both page counts and lexical syntactic patterns extracted 
from snippets that we show experimentally to overcome the 
above mentioned problems. For example, let us consider 
the snippet shown in Fig. 1 retrieved from Google for the 
query Jaguar AND cat. Here, the phrase is the largest 
indicates a hypernymic relationship between Jaguar and 
cat. Phrases such as also known as, is a, part of, is an 
example of all indicate various semantic relations. Such 
indicative phrases have been applied to numerous tasks 
with good results, such as hypernym extraction [5] and fact 
extraction [6]. From the previous example, we form the 
pattern X is the largest Y, where we replace the two words 
Jaguar and cat by two variables X and Y. 
Given taxonomy of words, a straightforward method to 
calculate similarity between two words is to find the length 
of the shortest path connecting the two words in the 
taxonomy [7]. If a word is polysemous, then multiple paths 
might exist between the two words. In such cases, only the 
shortest path between any two senses of the words is 
considered for calculating similarity. A problem that is 
frequently acknowledged with this approach is that it relies 
on the notion that all links in the taxonomy represent a 
uniform distance. Resnik [8] proposed a similarity measure 
using information content. He defined the similarity 
between two concepts C1 and C2 in the taxonomy as the 
maximum of the information content of all concepts C that 
subsume both C1 and C2. Then, the similarity between two 
words is defined as the maximum of the similarity between 
any concepts that the words belong to. He used WordNet as 
the taxonomy; information content is calculated using the 
Brown corpus. 
Li et al. [9] combined structural semantic information from 
a lexical taxonomy and information content from a corpus 
in a nonlinear model. They proposed a similarity measure 
that uses shortest path length, depth, and local density in a 
taxonomy. Their experiments reported a high Pearson 
correlation coefficient of 0.8914 on the Miller and Charles 
[10] benchmark data set. They did not evaluate their 
method in terms of similarities among named entities. Lin 
[11] defined the similarity between two concepts as the 
information that is in common to both concepts and the 
information contained in each individual concept. Cilibrasi 
and Vitanyi [12] proposed a distance metric between words 
using only page counts retrieved from a web search engine. 
The proposed metric is named Normalized Google 
Distance (NGD) and is given by 

 
 

2. METHODOLOGY 
Given two words P and Q, we model the problem of 
measuring the semantic similarity between P and Q, as a 
one of constructing a function simð(P;QÞ) that returns a 
value in range ½0; 1_. If P and Q are highly similar (e.g., 
synonyms), we expect simð(P;QÞ) to be closer to 1. On the 
other hand, if P and Q are not semantically similar, then we 
expect simð(P;QÞ) to be closer to 0. We define numerous 
features that express the similarity between P and Q using 
page counts and snippets retrieved from a web search 
engine for the two words. Using this feature representation 
of words, we train a two-class support vector machine to 
classify synonymous and non-synonymous word pairs. The 
function simð(P;QÞ) is then approximated by the 
confidence score of the trained SVM. 
 

 
Fig. 2 illustrates an example of using the proposed method 
 
Fig. 2 illustrates an example of using the proposed method 
to compute the semantic similarity between two words, 
gem and jewel. First, we query a web search engine and 
retrieve page counts for the two words and for their 
conjunctive (i.e., “gem,” “jewel,” and “gem AND jewel”). 
In Section 3.2, we define four similarity scores using page 
counts. Page counts-based similarity scores consider the 
global co-occurrences of two words on the web. However, 
they do not consider the local context in which two words 
co-occur. On the other hand, snippets returned by a search 
engine represent the local context in which two words co-
occur on the web. Consequently, we find the frequency of 
numerous lexical syntactic patterns in snippets returned for 
the conjunctive query of the two words. The lexical 
patterns we utilize are extracted automatically using the 
method described in Section 3.3. However, it is noteworthy 
that a semantic relation can be expressed using more than 
one lexical pattern. Grouping the different lexical patterns 
that convey the same semantic relation, enables us to 
represent a semantic relation between two words 
accurately. For this purpose, we propose a sequential 
pattern clustering algorithm in Section 3.4. Both page 
counts-based similarity scores and lexical pattern clusters 
are used to define various features that represent the 
relation between two words. 
 
PAGE COUNT-BASED CO-OCCURENCE 
MEASURES : 
Page counts for the query P AND Q can be considered as 
an approximation of co-occurrence of two words (or 
multiword phrases) P and Q on the web. However, page 
counts for the query P AND Q alone do not accurately 
express semantic similarity. For example, Google returns 
11,300,000 as the page count for “car” AND “automobile,” 
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whereas the same is 49,000,000 for “car” AND “apple.” 
Although, automobile is more semantically similar to car 
than apple is, page counts for the query “car” AND “apple” 
are more than four times greater than those for the query 
“car” AND “automobile.” One must consider the page 
counts not just for the query P AND Q, but also for the 
individual words P and Q to assess semantic similarity 
between P and Q. We compute four popular co-occurrence 
measures; Jaccard, Overlap Simpson), Dice, and Point wise 
mutual information (PMI), to compute semantic similarity 
using page counts. 
 
For the remainder of this paper, we use the notation H(P) to 
denote the page counts for the query P in a search engine. 
The WebJaccard coefficient between words (or multiword 
phrases) P and Q, WebJaccard(P,Q), is defined as 
 

 
Therein,  denotes the conjunction query P AND Q. 
Given the scale and noise in web data, it is possible that 
two words may appear on some pages even though they are 
not related. In order to reduce the adverse effects 
attributable to such co-occurrences, we set the WebJaccard 

coefficient to zero if the page count for the query  

is less than a threshold   Similarly, we define 
WebOverlap, WebOverlap(P,Q), as 
 

 
WebOverlap is a natural modification to the Overlap 
(Simpson) coefficient. We define the WebDice coefficient 
as a variant of the Dice coefficient. WebDice(P,Q) is 
defined as 
 

 
Point wise mutual information [20] is a measure that is 
motivated by information theory; it is intended to reflect 
the dependence between two probabilistic events. We 
define WebPMI as a variant form of point wise mutual 
information using page counts as 

 
Here, N is the number of documents indexed by the search 
engine. Probabilities in (4) are estimated according to the 
maximum likelihood principle. To calculate PMI accurately 
using (4), we must know N, the number of documents 
indexed by the search engine. Although estimating the 
number of documents indexed by a search engine [21] is an 
interesting task itself, it is beyond the scope of this work. In 
the present work, we set N ¼ 1010 according to the number 

of indexed pages reported by Google. As previously 
discussed, page counts are mere approximations to actual 
word co-occurrences in the web. However, it has been 
shown empirically that there exists a high correlation 
between word counts obtained from a web search engine 
(e.g., Google and Altavista) and that from a corpus (e.g., 
British National corpus) [22]. Moreover, the approximated 
page counts have been successfully used to improve a 
variety of language modelling tasks. 
LEXICAL PATTERN EXTRACTION: 
Page counts-based co-occurrence measures described in 
Section 3.2 do not consider the local context in which those 
words co-occur. This can be problematic if one or both 
words are polysemous, or when page counts are unreliable. 
On the other hand, the snippets returned by a search engine 
for the conjunctive query of two words provide useful clues 
related to the semantic relations that exist between two 
words. A snippet contains a window of text selected from a 
document that includes the queried words. Snippets are 
useful for search because, most of the time, a user can read 
the snippet and decide whether a particular search result is 
relevant, without even opening the url. Using snippets as 
contexts is also computationally efficient because it 
obviates the need to download the source documents from 
the web, which can be time consuming if a document is 
large. For example, consider the snippet in Fig. 3. Here, the 
phrase is a indicates a semantic relationship between 
cricket and sport. Many such phrases indicate semantic 
relationships. For example, also known as, is a, part of, is 
an example of all indicate semantic relations of different 
types. In the example given above, words indicating the 
semantic relation between cricket and sport appear between 
the query words. Replacing the query words by variables X 
and Y , we can form the pattern X is a Y from the example 
given above. Despite the efficiency of using snippets, they 
pose two main challenges: first, a snippet can be a 
fragmented sentence, second, a search engine might 
produce a snippet by selecting multiple text fragments from 
different portions in a document. Because most syntactic or 
dependency parsers assume complete sentences as the 
input, deep parsing of snippets produces incorrect results. 
Consequently, we propose a shallow lexical pattern 
extraction algorithm using web snippets, to recognize the 
semantic relations that exist between two words. Lexical 
syntactic patterns have been used in various natural 
language processing tasks such as extracting hypernyms 
[5], [24], or meronyms [25], question answering [26], and 
paraphrase extraction [27]. Although a search engine might 
produce a snippet by selecting multiple text fragments from 
different portions in a document, a predefined delimiter is 
used to separate the different fragments. For example, in 
Google, the delimiter “...” is used to separate different 
fragments in a snippet. We use such delimiters to split a 
snippet before we run the proposed lexical pattern 
extraction algorithm on each fragment 

 
Fig.3. A snippet retrieved for the query “ostrich _ _  bird.” 
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Given two words P and Q, we query a web search engine 
using the wildcard query “P***** Q” and download 
snippets. The “_” operator matches one word or none in a 
webpage. Therefore,  our wildcard query retrieves snippets 
in which P and Q appear within a window of seven words. 
Because a search engine snippet contains ca. 20 words on 
average, and includes two fragments of texts selected from 
a document, we assume that the seven word window is 
sufficient to cover most relations between two words in 
snippets. In fact, over 95 percent of the lexical patterns 
extracted by the proposed method contain less than five 
words. We attempt to approximate the local context of two 
words using wildcard queries. For example, Fig. 4 shows a 
snippet retrieved for the query “ostrich***** bird.” For a 
snippet _, retrieved for a word pair H(P,Q), first, we replace 
the two words P and Q, respectively, with two variables X 
and Y . We replace all numeric values by D, a marker for 
digits. Next, we generate all subsequences of words from 
that satisfy all of the following conditions: 
 
 A subsequence must contain exactly one occurrence of 

each X and Y . 
 The maximum length of a subsequence is L words. 
 A subsequence is allowed to skip one or more words. 

However, we do not skip more than g number of words 
consecutively. Moreover, the total number of words 
skipped in a subsequence should not exceed G. 

 We expand all negation contractions in a context. For 
example, didn’t is expanded to did not. We do not skip 
the word not when generating subsequences. For 
example, this condition ensures that from the snippet X 
is not a Y, we do not produce the subsequence X is a 
Y. 

 Finally, we count the frequency of all generated 
subsequences and only use subsequences that occur 
more than T times as lexical patterns. 

 
LEXICAL FREQUENCY PATTERN CLUSTERING : 
The basic idea of Lexical Frequency Pattern Clustering 
(LFPC) consists in finding all the sequential patterns in a 
data structure, which is built from the document database 
(DDB). The data structure stores all the different pairs of 
contiguous words that appear in the documents, without 
losing their sequential order. Given a threshold β specified 
by the user, LFPC reviews if a pair is β - frequent. In this 
case, LFPC grows the sequence in order to determine all 
the possible maximal sequential patterns containing such 
pair as a prefix. A possible maximal sequential pattern 
(PMSP) will be a maximal sequential pattern (MSP) if it is 
not a subsequence of any previous MSP. This implies that 
all the stored MSP which are subsequence of the new 
PMSP must be deleted. The proposed algorithm is 
composed of three steps described as follows: 
In the first step, for each different word (item) in the DDB, 
LFPC assigns an integer number as identifier. Also, for 
each identifier, the frequency is stored, i.e., the number of 
documents where it appears. These identifiers are used in 
the algorithm instead of the words. Table 1 shows an 
example for a DDB containing 4 documents. 

In the second step (Fig. 1), LFPC builds a data structure 
from the DDB storing all the pairs of contiguous words 
<wi,wi+1> that appear in a document and some additional 
information to preserve the sequential order. The data 
structure is an array which contains in each cell a pair of 
words C=<wi,wi+1>, the frequency of the pair (Cf), a 
Boolean mark and a list ∆ of nodes. 
We present an automatically extracted lexical syntactic 
patterns-based approach to compute the semantic similarity 
between words or entities using text snippets retrieved from 
a web search engine. We propose a lexical pattern 
extraction algorithm that considers word subsequences in 
text snippets. Moreover, the extracted set of patterns are 
clustered to identify the different patterns that describe the 
same semantic relation. 
We integrate different web-based similarity measures using 
a machine learning approach. We extract synonymous word 
pairs from WordNet synsets as positive training instances 
and automatically generate negative training instances. We 
then train a two-class support vector machine (SVM) to 
classify synonymous and no synonymous word pairs. The 
integrated measure outperforms all existing web based 
semantic similarity measures on a benchmark data set. 
We apply the proposed semantic similarity measure to 
identify relations between entities, in particular people, in a 
community extraction task. In this experiment, the 
proposed method outperforms the baselines with 
statistically significant precision and recall values. The 
results of the community mining task show the ability of 
the proposed method to measure the semantic similarity 
between not only words, but also between named entities, 
for which manually created lexical ontologies do not exist 
or incomplete. 
 

3. DATA ANALYSIS 
First we were considered “apple” word for analysis as 
shown in figure4. 
 

 
Figure4 

 
We were inserted the a sample snipplet regarding apple as 
shown in fig5. 
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Figure5 

We are accepted the snipplets for apple,computer and apple 
as shown in fig6&7. 
 

 
Figure6 

 

 
Figure 7 

 

Page count measures are shown in fig8. 

 
Figure8:page count measures 

 
The sorted data according to page count as displayed in 
figure9. 

 
Figure9:sorted data. 

 
The similarity between computer and apple are as shown in 
figure10 

 
Figure10 
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4. CONCLUSION 
We proposed a semantic similarity measure using both 
page counts and snippets retrieved from a web search 
engine for two words. Four word co-occurrence measures 
were computed using page counts. We proposed a lexical 
pattern extraction algorithm to extract numerous semantic 
relations that exist between two words. Moreover, a 
sequential pattern clustering algorithm was proposed to 
identify different lexical patterns that describe the same 
semantic relation. Both page counts-based co-occurrence 
measures and lexical pattern clusters were used to define 
features for a word pair. A two-class SVM was trained 
using those features extracted for synonymous and no 
synonymous word pairs selected from WordNet synsets. 
Experimental results on three benchmark data sets showed 
that the proposed method outperforms various baselines as 
well as previously proposed web-based semantic similarity 
measures, achieving a high correlation with human ratings. 
Moreover, the proposed method improved the F-score in a 
community mining task, thereby underlining its usefulness 
in real-world tasks, that include named entities not 
adequately covered by manually created resources. 
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